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Abstract

We study a comprehensive set of features
used in supervised named entity recog-
nition. =~ We explore various combina-
tions of features and compare their im-
pact on recognition performance. We
build a conditional random field based
system that achieves 91.02% F-measure
on the CoNLL 2003 (Sang and Meulder,
2003) dataset and 81.4% F'-measure on
the OntoNotes version 4 (Hovy et al., 2006)
CNN dataset, which, to our knowledge,
displays the best results in the state of
the art for those benchmarks respectively.
We demonstrate statistical significance of
the boost of performance over the previous
top performing system. We also obtained
74.27% F-measure on NLPBA 2004 (Kim
et al., 2004) dataset.

1 Introduction

Recognition of named entities (e.g. people, or-
ganizations, locations, etc.) is an essential task
in many natural language processing applications
nowadays. Named entity recognition (NER) is
given much attention in the research community
and considerable progress has been achieved in
many domains, such as newswire (Ratinov and
Roth, 2009) or biomedical (Kim et al., 2004)
NER. Supervised NER that uses machine learn-
ing algorithms such as conditional random fields
(CRF) (McCallum and Li, 2003) is especially ef-
fective in terms of quality of recognition.
Supervised NER is extremely sensitive to se-
lection of an appropriate feature set. While many
features were proposed for use in supervised NER
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systems (Krishnan and Manning, 2006; Finkel
and Manning, 2009; Lin and Wu, 2009; Turian
et al., 2010), only limited studies of the impact of
those features and their combinations on the ef-
fectiveness of NER were performed. In this paper
we provide such a study.

Our contributions are the following:

e analysis of the impact of various features
taken from a comprehensive set on the ef-
fectiveness of a supervised NER system;

e construction of a CRF-based supervised
NER system that achieves 91.02% [F}-
measure on the CoNLL 2003 (Sang and
Meulder, 2003) dataset and 81.4% Fi-
measure on the OntoNotes version 4 (Hovy
et al., 2006) CNN dataset;

demonstration of statistical significance of
the obtained boost in NER performance on
the benchmarks;

application to NER of a DBPedia (Mendes
et al.,, 2011) markup feature and a phrasal
clustering (Lin et al., 2010) feature which
have not been considered for NER in previ-
ous works.

The remainder of the paper is structured in the
following way. In Section 2 we describe related
work on feature analysis. In Section 3 we give a
brief introduction to the benchmarks that we use.
In Section 4 we discuss various features and their
impact. Section 5 describes the final proposed
system. Section 6 contains a summary of the per-
formed work and future plans.
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2 Related Work

The majority of papers on NER describe a par-
ticular method or feature evaluation and do not
make a systematic comparison of combinations
of features. In this paper those works are men-
tioned later when we discuss a particular feature
or a group of features. In this section we present
several works that deal with multiple features and
thus are close to our study.

Design questions of NER systems were con-
sidered by (Ratinov and Roth, 2009). They used
a perceptron-based recognizer with greedy infer-
ence and evaluated two groups of features: non-
local dependencies (e.g. context aggregation) and
external information (e.g. gazetteers mined from
Wikipedia). Their recognizer was tested on the
CoNLL 2003 dataset, a newswire dataset (F; =
90.80%), the MUC?7 dataset, and their own web
pages dataset.

The authors of (Turian et al., 2010) system-
atically compared word representations in NER
(Brown clusters, Collobert and Weston embed-
dings, HLBL embeddings). They ignored other
types of features.

(Saha et al., 2009) presented a comparative
study of different features in biomedical NER.
They used a dimensionality reduction approach
to select the most informative words and suffixes
and they used clustering to compensate for the
lost information. The MaxEnt tagger developed
by them obtained F; = 67.4% on NLPBA 2004
data.

3 Benchmarks

In this paper we present the results obtained on
three benchmarks: CoNLL 2003, OntoNotes ver-
sion 4, and NLPBA 2004 dataset.

CoNLL 2003 is an English language dataset
for NER. The data comprises Reuters newswire
articles annotated with four entity types: person
(PER), location (LOC), organization (ORG), and
miscellaneous (MISC). The data is split into a
training set, a development set (testa), and a test
set (testb). Performance on this task is evalu-
ated by measuring precision and recall of anno-
tated entities combined into F’-measure. We used
BILOU (begin, inside, last, outside, unit) anno-
tation scheme to encode named entities. Previ-
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ous top performing systems also followed that
scheme. We study feature behavior on this bench-
mark; our system is tuned on the test and devel-
opment sets of it.

OntoNotes version 4 is an English language
dataset designed for various natural language pro-
cessing tasks including NER. The dataset con-
sists of several sub-datasets taken from differ-
ent sources including Wall Street Journal, CNN
news, machine-translated Chinese magazines,
Web blogs, etc. We provide the results obtained
by our final system on OntoNotes subsets in order
to compare them with earlier works. It has its own
set of named entity classes but it has a mapping of
those to CoNLL classes. We use the latter for sys-
tems comparison. We used the same test/training
split as in (Finkel and Manning, 2009).

NLPBA 2004 dataset (Kim et al., 2004) is an
English language dataset for bio-medical NER. It
consists of a set of PubMed abstracts nad has a
correspoding set of named entites (protein, DNA,
RNA, cell line, cell type).

4 Feature Set

We performed feature comparison using our sys-
tem which is a CRF with Viterbi inference. We
have also tested greedy inference and have found
out that the system performs worse and its re-
sults are lower than those of a perceptron with
greedy inference that we modeled after (Ratinov
and Roth, 2009).

In each of the following subsections we con-
sider a particular type of features. In Subsec-
tion 4.1 we deal with local knowledge features
which can be extracted from a token (word) be-
ing labeled and its surrounding context. Subsec-
tion 4.2 describes evaluation of external knowl-
edge features (part-of-speech tags, gazetteers,
etc.). Discussion of non-local dependencies of
named entities is included in Subsection 4.3. Sub-
section 4.4 contains further improvements of per-
formance and specific features that do not fall into
previous categories; they help to overcome com-
mon errors on the CoNLL 2003 dataset.

4.1 Local Knowledge

Our baseline recognizer uses only local informa-
tion about a current token. It is not surprising
that a token-based CRF performs poorly, espe-
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Features ‘ Dev ‘ Test ‘
CoNLL-2003
wo 25.24% | 22.04%
w-—-1,wWp, W1 83.41% 74.82%
W-1, Wo, Wi,
w,l&wo, wo&w1 81.20% 72.26%
w—-9,wW-_1,WH, W1, W2 82.31% 73.73%
NLPBA 2004
wo - 61.67%
w_1,wo, W - 65.51%
w—1,Wo, Wi,
w_l&wo, wo&w1 - 66.01%
w—9,wW—_1,WH, W1, W - 65.45%

Table 1: Evaluation of context in NER; w — to-
ken, a&b — conjunction of features a and b.

cially when we try to model non-unit named-
entity chunks!. A system which only selects com-
plete unambiguous named entities that appear in
training data works better (Tjong Kim Sang and
De Meulder, 2003). Table 1 contains performance
results of context features. wy is a current token,
w is a following token and w_; is a preceding
one. The larger context we consider the worse F' -
measure we get. Such behavior indicates that to-
ken/class dependency statistics in the training cor-
pus is not enough to deduce which context is im-
portant. THe quality maximum is observed when
we use a sliding window of three tokens. The con-
text can be smoothed by semi-supervised learning
algorithms (Ando and Zhang, 2005) in order to
compensate for the lack of statistics.

Better results are obtained if we ignore sur-
rounding tokens but use more features based only
on the current token. We used suffixes, prefixes?
and orthographic features (shape®) of the cur-
rent token (see Table 2). Different word-based
features give us better evidence of a particular
word being a part of a named entity (the gain

'"BILOU scheme is not appropriate for one-token fea-
tures; an adequate result should be around F; = 52% as
in (Klein et al., 2003).

>We used prefixes and suffixes of the length up to 6 to
reduce the number of features. For example, suffixes like -
burg, -land are highly correlated with location entities (Mar-
burg, Nederland)

3Informally, the shape feature is a result of mappings like
Bill — Xxx, Moscow-based — Xxx-Xx, etc.

’ Features ‘ Dev ‘ Test ‘
CoNLL-2003
Wy 25.24% | 22.04%
wo + suffixes and prefixes | 87.41% | 78.59%
wg + S 86.70% | 79.16%
wo + S—-1, S50, S1,
8_1&80, 80&81, 5_1&80&81 87.67% 81.37%
All Local Features 88.91% | 82.89%
NLPBA 2004
wo - 6167%
wo + suffixes and prefixes - 66.22%
wo + So - 62.01%
wo + S8-1, S0, S1,
s_1&s0, so&s1, s_1&sp& sy - 65.85%
All Local Features - 66.83%
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Table 2: Evaluation of local features in NER; w
— token, s — shape, a&b — conjunction of fea-
tures ¢ and b.

in I} is about 4%) than the context does. It
is also useful to extend the shape feature onto
surrounding words. The token-based features
do not outperform the context features in the
biomedical domain but still provide useful infor-
mation. Biomedical entities are different from
newswire entities in terms of shape features; for
instance, lower-cased entities (e.g. persistently
infected cells) are common in the former domain.
Domain-specific modifications are required for
the shape function (e.g., the regular shapes of the
proteins CD4 and CD28 are not the same).

4.2 External Knowledge

Most NER systems use additional features like
part-of-speech (POS) tags, shallow parsing,
gazetteers, etc. Such kind of information requires
external knowledge: unlabeled texts, trained tag-
gers, etc. We consider POS tags (Section 4.2.1),
words clustering (Section 4.2.2), phrasal cluster-
ing (Section 4.2.3), and encyclopedic knowledge
(Section 4.2.4). F; measures obtained in the ex-
periments covered in this section are shown in Ta-
bles 3 and 4; the discussion follows below.

4.2.1 Part-of-Speech Tagging

POS tags are widely used in NER but recently
proposed systems omit this information (Ratinov
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and Roth, 2009; Lin and Wu, 2009). POS tagging
is itself a challenge and this preprocessing task
can take a lot of time. We find that the impact
of these features depends on a POS tagger. We
replace the original POS tag annotation with the
annotation produced by OpenNLP tagger*, how-
ever, even high-quality POS tags lead to a de-
crease of I']-measure.

4.2.2 Words Clustering

The authors of (Ando and Zhang, 2005; Suzuki
and Isozaki, 2008; Turian et al., 2010) showed
that utilization of unlabeled data can improve the
quality of NER. We divide the recognizers that
use unlabeled text into two groups. The first
group consists of semi-supervised systems which
directly use labeled and unlabeled data in their
training process (Ando and Zhang, 2005; Suzuki
and Isozaki, 2008). The second group includes
systems that use features derived from unlabeled
data (Ratinov and Roth, 2009; Lin and Wu, 2009).
(Turian et al., 2010) have shown that recogniz-
ers of the first group tend to perform better pre-
sumably because they have task-specific informa-
tion during the training process. However, a sim-
pler way to improve NER quality is to include
word representations as features into learning al-
gorithms.

Brown clusters were prepared by the authors
of (Turian et al., 2010) by clustering the RCV1
corpus which is a superset of the CoNLL 2003
dataset’. Clark clusters were induced by us with
the original Clark’s code® on the same RCV1
corpus but without preprocessing step used in
(Turian et al., 2010). Brown clusters were suc-
cessfully applied in NER (Miller et al., 2004;
Ratinov and Roth, 2009). We consider Clark’s al-
gorithm since it shows competitive results in un-
supervised NLP (Christodoulopoulos et al., 2010;
Spitkovsky et al., 2011) and it is also success-
fully used in NER (Finkel and Manning, 2009).
A combination of different word representations
(Turian et al., 2010) gives better results. We also
applied latent Dirichlet allocation (LDA) to create
probabilistic word clustering in the same way as

‘http://incubator.apache.org/opennlp/

>The resource is available at http://
metaoptimize.com/projects/wordreprs/

®The code is available at http://www.cs.rhul.
ac.uk/home/alexc/
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Features \ Dev \ Test ‘

CoNLL-2003

0 15.63% | 43.98%

wo + Po 83.07% | 73.42%

bo 80.98% | 75.51%

wo + b 89.35% | 82.17%

co 67.47% | 64.06%

wo + ¢o 86.47% | 79.29%

lo 45.20% | 44.24%

wo + Iy 82.28% | 72.63%

9o 79.90% | 76.72%

wo + o 88.36% | 81.98%

b(] + co + lo 86.40% | 80.76%

bo + co + l(] + go + Po 89.26% | 84.66%

wo + bo +co + lo + g0 + po 90.87% | 87.00%
NLPBA 2004

0 - 18.29%

wo + Po - 62.81%

bo - 30.65%

wo + bo - 63.70%

co - 15.53%

wo + Co - 63.41%

lo - 12.81%

wo + g - 63.42%

go - 43.30%

wo + go - 63.41%

bQ +Cco + l() - 40.65%

bo +co + lo + go + Po - 58.47%

wo + bo +co + lo + go + Po - 63.52%

Table 3: Evaluation of phrasal and word cluster-
ings in NER; w — token, p — POS tag, c— Clark
clusters, b — Brown clusters, [ — LDA clusters, g
— phrasal clusters. Subscript index stands for the
token which clustering label is used. —1 stands for
the previous token; +1 stands for the next token;
0 stands for the current token.
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was done in (Chrupala, 2011) and used the most
probable cluster label of a word as a feature.

Brown’s algorithm is a hierarchical cluster-
ing algorithm which clusters words that have a
higher mutual information of bigrams (Brown et
al., 1992). The output of the algorithm is a den-
drogram. A path from the root of the dendro-
gram represents a word and can be encoded with
a bit sequence. We have used prefixes of the
length of 7, 11, 13 of such encodings as features
(these numbers were selected on the CoNLL de-
velopment set with a recognizer that used token +
Brown feature), which gave us 10368 clusters.

Clark’s algorithm groups words that have sim-
ilar context distribution and morphological clues
starting with most frequent words (Clark, 2003).
We induced 200 clusters according to (Finkel and
Manning, 2009) and used them as features.

We used LDA wih 100 clusters.

We experimented with a combination of the
current token feature and its cluster representa-
tion as well as with the representation alone. One
interesting observation is that the small space of
features (without any tokens) gives results com-
parable to those of the system which uses to-
kens with context (on CoNLL 2003 dataset). This
trend continues with phrasal clusters (see Ta-
ble 3).

4.2.3 Phrasal Clustering

Word clustering can be extended onto phrases.
Presumably, phrases are far less ambiguous than
single words. That consideration was applied to
NER by (Lin and Wu, 2009) who presented a
scalable k-means clustering algorithm based on
Map-Reduce. It is not possible to reproduce their
result exactly because they employed private data.
In our experiments we used a 1000 soft clus-
ters derived from 10 million phrases from a large
web n-gram corpus by a similar k-means algo-
rithm (Lin et al., 2010). N-grams that have high
entropy of context are considered phrases. The
resource’ contains phrases and their cluster mem-
berships (up to twenty clusters) along with the
similarity to each cluster centroid. We omit simi-
larity information and treat cluster id’s as features

"http://webdocs.cs.ualberta.ca/
~bergsma/PhrasalClusters/
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(with the corresponding prefixes of the BILOU-
scheme) for each word in a phrase.

The combination of phrasal clusters and Brown
clusters performs well and is only slightly worse
than their combination with tokens.  Thus,
context-based clustering with enough statistical
information is able to detect named entity men-
tions. The NLPBA 2004 dataset is from another
domain and the above-mentioned effect is not
fully preserved but the clustering still improves
performance.

4.2.4 Encyclopedic Knowledge

A simple way to guess whether a particu-
lar phrase is a named entity or not is to look
it up in a gazetteer. Look-up systems with
large entity lists work pretty well if entities
are not ambiguous. In that case the approach
is competitive against machine learning algo-
rithms (Nadeau, 2007). Gazetteer features are
common in machine-learning approaches too and
can improve performance of recognition sys-
tems (Nadeau and Sekine, 2007; Kazama and
Torisawa, 2007). Nowadays there are a lot of web
resources which are easily adaptable to NER such
as Wikipedia®, DBPedia’, and YAGO'?. We em-
ployed Wikipedia and DBPedia.

Wikipedia was successfully used for NER be-
fore in (Kazama and Torisawa, 2007; Joel Noth-
man, 2008; Ratinov and Roth, 2009). Wikipedia
contains redirection pages which take the reader
directly to a different page. They are often created
for synonymous lexical representations of objects
or they denote variations in spelling, e.g., the
page entitled International Business Machines is
a redirection page for IBM. Disambiguation pages
is another kind of Wikipedia pages. Disambigua-
tion pages contain links to other pages which ti-
tles are homonyms. For instance, the page Apple
(disambiguation) contains links to Apple Inc. and
Apple (band).

We used the titles of Wikipedia pages with
their redirects as elements of gazetteers. To get
class labels for each Wikipedia page, we em-
ployed a classifier proposed by (Tkatchenko et

dhttp://www.wikipedia.org/

*http://dbpedia.org/

Ohttp://www.mpi-inf.mpg.de/yago-naga/
yago/
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Features ‘ Dev ‘ Test ‘
CoNLL-2003
wo + Wikipedia gaz. | 56.35% | 53.98%
wo + Wikipedia gaz. +
disambig. 84.73% | 77.72%
wo + DBpedia gaz. | 84.06% | 75.40%
wo + DBpedia gaz. +
disambig. 83.62% | 75.14%
wo + Wikipedia &
DBPedia gaz. 85.21% | 78.16%
NLPBA 2004
wo + DBpedia gaz. ‘ - ‘ 61.66%

Table 4: Evaluation of encyclopedic resources in
NER; w — token.

al., 2011). We combined the semi-automatically
derived training set with manually annotated data
which enabled us to improve classification results
(in order to omit redundant and noisy features
we selected classes that correspond to named en-
tity classes in the dataset: PERSON, GPE, OR-
GANIZATION, FACILITY, GEOLOGICAL RE-
GION, EVENT). Since this markup does not con-
tain NLPBA classes we used Wikipedia only with
CoNLL classes.

DBPedia is a structured knowledge base ex-
tracted from Wikipedia. The DBpedia ontology
consists of 170 classes that form a subsumption
hierarchy. The ontology contains about 1.83 mil-
lion of classified entities (Bizer et al., 2009).
We used this hierarchy to obtain high quality
gazetteers.

We developed a simple disambiguation heuris-
tic to utilize resources provided by Wikipedia and
DBPedia. A disambiguation page defines a set
of probable meanings of a particular term. If
an ambiguous term co-occurs with an unambigu-
ous term from the same meaning set, the for-
mer will be resolved to the meaning of the latter
and labeled as an element of the corresponding
gazetteer. The results of application of gazetteers
is shown in Table 4. Because ambiguity resolving
(or wikification) is out of the scope of this paper
we do not use it in further experiments including
the final system.

We also applied additional gazetteers taken
from Illinois University parser (Ratinov and Roth,
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2009).

4.3 Non-local Dependencies

The same tokens often have the same labels.
However, sometimes they may have different la-
bels, for example, HP and HP LaserJet 4200 are
not entities of the same type (it is likely that we
annotate them as COMPANY and PRODUCT re-
spectively). The latter case is often governed
by non-local information. Techniques like two-
stage prediction (Krishnan and Manning, 2006),
skip-chain CRF (Sutton and McCallum, 2006),
and a recognizer which uses Gibbs sampling and
penalizes entities with different labels (Finkel et
al., 2005) were proposed to account for non-
local dependencies in NER. Non-local informa-
tion is also partially propagated by phrasal and
word clusterings. We implemented two ap-
proaches which take into account non-local de-
pendencies: two-stage prediction (Krishnan and
Manning, 2006) and context aggregation (Ratinov
and Roth, 2009).

Two-stage prediction is an approach in which
we use the output of a first recognizer to train a
second one. For instance, document-based and
corpus-based statistic of given token labels is used
to re-assign a label to a token (Krishnan and Man-
ning, 2006).

The idea of context aggregation (Ratinov and
Roth, 2009) is that if a current token occurs more
than once within a window of 200 tokens, we add
features to the current token. The features are pre-
vious, next, and current tokens of all those extra
occurrences. We also performed aggregation of
cluster labels for all word and phrasal clusterings
that we considered.

We have not performed a separate evaluation
of non-local dependencies and tested them only
in the final system.

4.4 Minor Features

If we combine the features discussed above (ex-
cept the non-local dependencies) we get a drastic
performance improvement (see Table 5). How-
ever, we developed features which correct com-
mon errors found on the development and train-
ing sets of our benchmarks. Those features were
(1) hyphen feature that indicates if a particular
token contains a hyphen; (2) sub-tokens feature
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Features ‘ Dev ‘ Test ‘
CoNLL-2003
All features | 93.78% | 91.02%
NLPBA 2004
All features | - [ 74.27%

Table 5: Evaluation of feature combinations.

that adds all sub-tokens of a current token which
is hyphened, e.g. Moscow-based has sub-tokens
Moscow and based; (3) text-break (expected and
unexpected line breaks) feature capturing splits
in text; (4) numbers generalization feature, we
considered masks of numbers instead of specific
numbers according to (Ratinov and Roth, 2009),
e.g. 10-12-1996 — *DD*-*DD*-*DDDD¥*, 1999
— *DDDD#*; (5) a conjunction of the Brown clus-
ter of a current token with the preceding token;
(6) capitalized context, which captures additional
context of capitalized words, namely, we add a
feature that encodes two previous tokens. We use
an umbrella term minor features to describe this
error-fixing list of features.

We also added a two stage prediction in which
the first CRF (tuned for a specified task), the
boundary recognizer, tries to detect entity bound-
aries and the second CRF utilizes the output of the
first CRF and considers all tokens inside an entity.
For example, if we have a phrase ... blah-blah the
Test and County Board Cricket blah-blah-blah ...
and the boundary recognizer has detected that 7est
and County Board Cricket is a potential entity, the
second CRF adds all tokens of the potential entity
as features when it classifies each token within the
entity.

The combination of all proposed features is
shown in Table 5. We tested the two-stage predic-
tion approach on this configuration but have not
found improvements.

S Final System

Our final system utilizes all above mentioned fea-
tures except the two-stage prediction. Each fea-
ture set improves performance of the recognizer.
We tried to perform optimization by deleting fea-
tures one by one in order to get the best perform-
ing configuration with a smaller set of features.
We find that the sequence of deletion steps de-
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pends on the initial search space (e.g. if we start
optimization procedure without Clark clusters, it
will delete the text-break feature; otherwise, it
will delete hyphen and sub-tokens features). Ta-
ble 6 shows the quality of the system with partic-
ular features omitted. You can see that the per-
formance of the recognizer is not dramatically re-
duced in most cases. We believe that it is possible
to come up with a smaller feature space or to do
feature reweighing (Jiang and Zhai, 2006) in or-
der to improve NER quality and processing speed.

Most of considered features are local and are
extracted from a token or its local context. First
of all, the behavior of context tokens as features is
preserved for both datasets. A small sliding win-
dow of three tokens is good enough. Second, the
word-based features behavior is not persistent and
depends on the specificity of entities. Neverthe-
less, names contain morphological clues that dis-
tinguish them from common words. Comparing
token-based with word-based features you might
see that token-derived information gives a gain of
at least four points of F-measure for newswire
corpus and can be on the same level for biomedi-
cal domain. Third, clustering could be considered
as feature reduction process (Saha et al., 2009);
it helps to overcome the lack of statistics. Using
only clustering representations hypothesis on the
reduced space of features can be useful in recog-
nition and works even better than token-based
features. Last but not least, gazetteers are still
useful for NER, especially when we have such
freely available resources as Wikipedia and DB-
Pedia. Disambiguation approaches in gazetteer
matching could bring radical improvements.

Two tables compare our results with the best
reported systems on the CoNLL 2003 (Table 7),
OntoNotes version 4 (Table 8), and NLPBA
(Table9) datasets.

We used approximate randomization test (Yeh,
2000) with 100000 iterations to compare our sys-
tem to (Ratinov and Roth, 2009). The test checks
if a randomely sampled mixture of the outputs of
the baseline algorithm and the one being tested
performs better than the basline algorithm. Our
improvement over the top performing competi-
tor is statistically significant with p-value 0.0001.
Unfortunately, we could not compare with (Lin
and Wu, 2009) because their system uses propri-
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Feature Dev | Test | Test+
— 93.78 | 91.02 | 74.27
Capitalized context* | 93.82 | 90.66 | 74.24
Clark aggregation 93.80 | 90.66 | 74.01
Hyphen* 93.78 | 90.84 | 74.11
Brown + token* 93.66 | 90.79 | 74.22
Sub-tokens* 93.66 | 90.74 | 74.20
POS tag 93.65 | 90.82 | 74.07
Numbers gen.* 93.65 | 90.65 | 74.25
Text break features™ | 93.60 | 90.68 | 74.06
Additional gazzetters | 93.56 | 90.17 | 74.24
Context aggregation | 93.55 | 90.42 | 74.10
Brown aggregation 93.52 | 90.29 | 74.27
Current token 93.51 | 90.74 | 74.21
Clark cluster 93.49 | 90.35 | 74.23
Affixes 93.47 | 90.63 | 74.08
DBPedia gazetteers | 93.46 | 90.53 | 74.27
Tokens in window 93.35 | 90.37 | 74.30
LDA cluster 93.34 | 90.46 | 74.18
Brown cluster 93.26 | 90.25 | 74.20
Phrasal cluster 93.12 | 90.43 | 74.75
Tokens in entity 93.12 | 90.43 | 74.11
Wikipedia gazetteers | 93.12 | 90.43 | n/a

Shape 92.83 | 89.75 | 74.02

Table 6: Evaluation of omitting of features on the
CoNLL 2003 development (Dev) and test (Test)
sets and on NLPBA test set (Test+). All I values
are in %. “*” indicates minor feature

System Fj-measure
Our system 91.02%
(Lin and Wu, 2009) 90.90%
(Ratinov and Roth, 2009) 90.80%
(Ciaramita and Altun, 2005) 90.80%
Tjong Kim Sang 2003 90.30%
(Suzuki and Isozaki, 2008) 89.92%
(Ando and Zhang, 2005) 89.31%
(Florian et al., 2003) 88.76%

Table 7: Comparison of recognizers on the
CoNLL 2003 benchmark. Tjong Kim Sang stands
for (Tjong Kim Sang and De Meulder, 2003).
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Finkel | Ratinov | Our system
ABC | 7491% | 72.84% 76.75 %
CNN | 78.70% | 79.27% 81.40%
MNB | 66.49% | 73.10% 71.52%
NBC | 67.96% | 65.78% 67.41%
PRI | 86.34% | 79.63% 83.72%
VOA | 88.18% | 84.93% 87.12%

Table 8: Comparison of Fj-measures of recog-
nizers on the OntoNotes version 4 benchmark.
Finkel — (Finkel and Manning, 2009); Ratinov
— (Ratinov and Roth, 2009)

System Fj-measure
(Wang et al., 2008) 77.6%
Our system 74.27%
(Zhou and Su, 2004) 72.6%
(Finkel et al., 2004) 70.1%
(Settles, 2004) 69.8%
(Saha et al., 2009) 67.4%

Table 9: Comparison of recognizers on NLPBA
2004 benchmark.

etary data and its output is also unavailable.

6 Conclusions

In this paper we have analyzed a comprehensive
set of features used in supervised NER. We have
considered the impact of various individual fea-
tures and their combinations on the effectiveness
of NER. We have also built a CRF-based su-
pervised NER system that achieves 91.02% F1-
measure on the CoNLL 2003 dataset and 81.4%
Fi-measure on the OntoNotes version 4 CNN
dataset and demonstrated that the performance
boost over the earlier top performing system is
statistically significant on the benchmarks. We
have also considered novel features for NER,
namely a DBPedia markup and a phrasal cluster-
ing from Google n-grams corpus.

We plan to extend the work on clustering fea-
tures which we find very promising for NER. We
have obtained a large proprietary newswire cor-
pus from a media corporation and plan to utilize
it in our further experiments on enhancing NER in
the newswire domain. We also consider exploring
features useful for specific entity classes.
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