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Abstract

We propose a domain adaptation method
for supervised named entity recognition
(NER). Our NER uses conditional random
fields and we rank and filter out features of
anew unknown domain based on the means
of weights learned on known domains. We
perform experiments on English texts from
OntoNotes version 4 benchmark and see a
statistically significant better performance
on a small number of features and a con-
vergence of performance to the maximum
Fi-measure faster than conventional fea-
ture selection (information gain). We also
compare with using the weights learned on
a mixture of known domains.

1 Introduction

Nowadays the majority of text analytics tech-
niques require that named entities (people, com-
panies, products, etc) are recognized in text.
While domain-specific named entity recognition
(NER), e.g. in newswire, can be quite precise
(Ratinov and Roth, 2009), the accuracy of NER
systems is significantly degraded in the presence
of several domains (Evans, 2003), especially un-
known ones. The generalization of this problem
is known as a domain-adaptation (DA) problem.
DA is a hard problem(Jiang, 2008). Another issue
with NER systems is efficiency. Feature selec-
tion can address the efficiency issue in supervised
NER systems but regular methods of fast feature
selection under-perform in the presence of multi-
ple domains (Satpal and Sarawagi, 2007).

In this paper we consider the problem of fea-
ture selection for a supervised NER system that

248

works with texts from multiple domains. We take
a large set of feature types that we analyzed on
CoNLL 2003 (Tjong Kim Sang and De Meul-
der, 2003) data and compare common feature se-
lection methods (information gain) with methods
that rank features based on the weights learned by
a machine learning algorithm on the known do-
mains (Jiang and Zhai, 2006). We perform ex-
periments on OntoNotes version 4 (Hovy et al.,
2006). We demonstrate that proposed by us fea-
ture ranking by domain weights mean is a bet-
ter feature selection method than information gain
and it is competitive against ranking by the weight
learned over a mixture of domains.

The main contribution of this paper is that
we propose the mean of feature weights learned
by the algorithm on known domains as a fea-
ture ranking criterion for unknown domains. On
large new OntoNotes benchmark, we observe that
thresholding on the suggested ranking is a more
effective feature selection method.

2 Related work

Named entity recognition is a task that is
actively pursued in industry (for example,
www.opencalais.com) and in academia (Ratinov
and Roth, 2009) since the 6-th Message Under-
standing Conference (Grishman and Sundheim,
1996). A good overview of the area is given by
(Nadeau and Sekine, 2007). We use supervised
NER based on conditional random fields (CRF)
that were first proposed in (McCallum and Li,
2003). The feature types that we consider come
from various previous works (Ratinov and Roth,
2009) etc. We also consider novel feature types.
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Features

Context features (token windows and bi-grams)
Token-based features (shape, affixes)
Part-of-speech tags

Brown clusters (Brown et al., 1992)

Clark clusters (Clark, 2003)

Phrasal clusters (Lin et al., 2010) (novel in NER)
Wikipedia gazetteers (Tkatchenko et al., 2011)
DBPedia gazetteers (novel)

Context aggregation (Ratinov and Roth, 2009)
2-stage prediction (Krishnan and Manning, 2006)
Date and hyphenation features

Table 1: Evaluated features.

Several works specifically focus on adapting
NER to new domains. Jiang and Zhai (Jiang and
Zhai, 2006) explored non-uniform Gaussian prior
on the weights of the features to penalize domain
specific features. In (Jiang and Zhai, 2007) the au-
thors used the same idea and proposed a two-stage
approach to DA. The first stage is recognition of
generalizable features. The second stage is learn-
ing an appropriate weight with the use of a mod-
ified logistic regression framework. A team from
Bombay (Satpal and Sarawagi, 2007) proposed
an approach to choosing a feature space in which
source and target distributions are close. Ando
and Zhang (Ando and Zhang, 2005) proposed
a semi-supervised multi-task learning framework
which is used to identify generalizable features
(Ben-david et al., 2007). Klinger and Friedrich
(Klinger and Friedrich, 2009) explored informa-
tion gain and iterative feature pruning in applica-
tion to feature selection in NER but they did not
consider DA perspective.

3 Domain adaptation method

We consider a supervised named entity recogni-
tion with a sequential labeling algorithm. The ma-
chine learning model uses a comprehensive set of
features that represent tokens which are classified
using appropriate common labelling schemes like
BILOU. Table 1 contains the set of features that
we evaluated in this work.

Our primary target is the case of domain adap-
tation, when there are several known domains but
a new document comes from an unknown do-
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main. In this setup we assume that the NER
system has a lot of information on the known
domains including recognizers that have been
trained on the domains or their mixtures. At
the same time limited information is available
on the unknown domain apart from the docu-
ment in which named entities are being recog-
nized. Two options were suggested in the liter-
ature. One can map the problem dimension set
into a higher dimensional space reserving one set
of dimensions for each domain and a separate set
of dimensions for a combination of all domains
(Daume III, 2007). A recognizer for the target
document is learned in this higher dimensional
space. Alternatively, the case can be addressed by
applying a machine learning algorithm that starts
not from the default weights for the target docu-
ment but from the weights that are functions of
the known domains. The expectation is that the
weights learned for the target document would be
biased towards the weights learned on the known
domains. The latter approach can also be inter-
preted as a feature selection strategy — features
are ranked according to their weights learned on a
mixture of known domains and filtered out based
on a threshold value.

We propose to enhance the latter approach with
the use of the mean of weights learned across sev-
eral known domains. The intuition behind this
proposition is that a feature that has big weights in
several domains is more likely to be important in
a new domain than a feature that has a big weight
in only one large domain. Thus, macro-averaging
makes more sense than micro-averaging that was
applied in other works. We also claim and show
that the weight-based method works significantly
better than a naive feature selection by a common
fast feature ranking like information gain.

Our method implies the following steps. NER
recognizers are trained on known domains and
feature weights produced by them are remem-
bered. When a new domain is encountered, its
features are ranked according to the means of the
remembered feature weights. Features that do not
appear in a domain have a zero weight in it. Previ-
ously unseen features are ranked lowest (smooth-
ing can be applied). The obtained ranking is used
as a feature utility metrics and top [V features are
selected.
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Training Test
Range Size (KB) Range Size (KB)
nw-Xinhua 0-260 4336 261-325 883
mz-sinorama | 0-1062 6047 1063-1078 1519
wb-eng 0-13 1934 14-17 778
bc-msnbc 0-5 2228 6-7 813
bn-cnn 0-375 2989 376-437 716

Table 2: The size of training and test sets for the subcorpora. The file ranges refer to the numbers within

the names of the original OntoNotes files.

4 Experiments

We performed experiments on English texts from
OntoNotes version 4.0 benchmark. It is a large
set of mainly newswire texts of various genres.
We used the CoNLL 2003 task NER classes. We
compared our feature selection method to infor-
mation gain and to a feature selection algorithm
based on ranking features in accordance with
weights learned on a mixture of domains. Five
OntoNotes corpora from different domains were
used. In each experiment one corpus was with-
held as an unknown domain; the rest were used as
known domains. Each corpus was split into train-
ing and test sets using the document ranges pre-
sented in Table 2. The subcorpora are MSNBC
(broadcast conversation), CNN (broadcast news),
Sinorama (magazine), Xinhua (newswire), and
wb (web data).

Figure 1 shows feature selection results for five
experiments on sinorama subcorpus; the results
on the test sets of other subcorpora are similar.
In the presented experiment the feature ranking
was the same in each of the five sinorama ex-
periments and was built using the means of the
feature weights learned on the training sets of the
four other subcorpora. In each of the experiments
a training set of a different OntoNotes subcorpus
was used. The most interesting setup is experi-
ment (c), where the training set of sinorama was
used to collect features for feature selection, since
it is the case closest to the appearance of a new
domain. Other setups check stability. We can
see that our method clearly outperforms informa-
tion gain and most of the time it reaches flat Fi-
measure values (falls into +1% range) faster than
the method based on weights learned from a mix-
ture of domains.
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To test statistical significance of the obtained
results, we used approximate randomization test
described in (Yeh, 2000). It samples a mixture
two algorithms being compared and tests if it is
better than the baseline. With 100000 iterations
we observed that performance advantage of our
method against information gain is statistically
significant up to more than 1000 features in all
experiments. The same holds almost all the time
for another weights-based method.

Apart from bias-reduction, feature selection
also improves performance of the system. In our
experiments the throughput grew from 31 to 45
and 66 tokens per millisecond with reducing 10°
features to 103 and 10? respectively.

5 Conclusions

In this paper we presented evidence that, in terms
of NER Fj-measure, ranking by the mean of fea-
ture weights learned on the known domains is a
better method of fast feature selection than regu-
lar ones (e.g. information gain). It is also com-
petitive against ranking by a weight learned on
the mixture of known domains. The experiments
on OntoNotes benchmark show that our method
obtains higher F; measure on a small number of
features as compared to other fast feature selec-
tion methods. Consequently, our method is less
prone to over-fitting.

We have explored the two extremes: using a
mixture of domains to learn feature weights and
taking the mean of feature weights learned on
each domain. While we show that the approaches
are competitive, our future work is to explore pos-
sible combination of the two approaches, e.g., to
automatically learn coefficients with which each
domain should be taken into account.
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F-measure

F-measure

Figure 1: Feature selection on different training data. The test data is mz-sinorama. The Y-axis on
all charts is Fj-measure. The X-axis is the number of features. Lines with crosses stand for feature
selection based on information gain (IG). Lines with stars stand for feature selection based on the
feature weight in a mixture of domains (CRF mixture weight). Lines with circles stand for feature
selection based on the feature weights mean (CRF weights mean). One can see that the latter lines start
at higher values of I and most of the time reach flat part of the chart faster than the lines corresponding
to other methods.
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